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Due to its complex nature and outdated perception, Wayang is a 

traditional Indonesian art form influenced by Hindu-Buddhism. 

However, it is difficult for the younger generation to recognize the 

various types of Wayang. In an effort to preserve Wayang culture, 

this study evaluates the performance of four deep learning models 

in recognizing types of Wayang namely, Vision Transformer 

(ViT), ResNet34, YOLOv5-cls, and YOLOv8-cls. These models 

were trained and assessed using a dataset of 232 images repre-

senting six Wayang types and using metrics ssuch as accuracy, 

recall, precision, and F1 score. ViT demonstrated efficiency and 

adaptability despite high computational requirements, achieving 

the best accuracy (91.3%). Meanwhile, YOLOv5-cls and 

YOLOv8-cls offered a good balance between accuracy and effi-

ciency. This study suggest that deep learning models can play an 

essential role in preserving Wayang culture by improving its 

recognition and accessibility, thus helping younger generations 

appreciate this traditional art form. 
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1. Introduction 

Wayang is one of Indonesia's traditional art forms that has been rooted since 

the time of our ancestors. According to the Indonesian Dictionary, Wayang refers 

to puppets made of carved leather or wood, used to portray characters in tradi-

tional drama performances in regions such as Bali, Java, and Sunda. The origins of 

Wayang can be traced back to around the 5th century BC, during which Indone-

sians practiced animism and dynamism. Hindu-Buddhist influences from the 6th 
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century AD enriched Wayang stories with the Mahabharata and Ramayana epics, 

leading to its development into an inseparable part of Indonesia's cultural herit-

age [1]. Various types of Wayang have emerged in Indonesia, including Wayang 

Kulit, Wayang Golek, Wayang Gedog, Wayang Beber, and Wayang Suket. 

As a cultural heritage, Wayang risks extinction if there is insufficient appre-

ciation from the community and government towards Wayang artists [2]. Such 

support is crucial for enhancing the enthusiasm and motivation of Wayang artists 

to continue their work and preserve this art form. The dalang association also 

plays an important role in engaging the younger generation and exploring ways 

to preserve Wayang [3]. Other efforts to preserve Wayang include organizing 

performances during significant occasions and holding competitions related to 

Wayang art. 

Research indicates several factors that contribute to the younger generation's 

difficulty in recognizing different types of Wayang, such as complex characteri-

zation, outdated and boring perceptions, and a lack of knowledge about various 

Wayang types [3]. Furthermore, online search engines often yield irrelevant re-

sults when identifying Wayang, especially regarding types from specific regions. 

Conventional image search technologies have proven ineffective in recognizing 

and identifying different types of Wayang, creating challenges for users seeking 

accurate information. Therefore, a modern approach is needed to address the is-

sue of automatically identifying types of Wayang. 

One potential solution is the application of deep learning detection tech-

nologies. This research aims to compare the effectiveness of the Vision Trans-

former model against Residual Network and YOLO variants in identifying 

Wayang types effectively and efficiently. Ultimately, this study seeks to encour-

age the younger generation to learn about and inherit the Wayang culture. 

2. Related Works 

Several research studies are discussing the meeting point of the deep 

learning technologies in the scope of classification of Wayang, and each one 

contributes different insights and methodologies to this rising field. One of the 

prominent works by [26] has used the YOLOv5 algorithm to detect the Balinese 

shadow wayang character only in the "Wayang Peteng" performance. The study 

achieved great results, where the YOLOv5n model, trained for 200 epochs, 

reached perfect precision and recall values, as well as a mean Average Precision 

(mAP) at a threshold of 0.5 of 0.995, reaching 128.20 frames per second. Such 

really high values of those metrics definitely outline the effectiveness of YOLOv5 

in a specific context, but one limitation exists in this research: it is single-type 

performance-oriented. Realizing this gap, our research is on the way to extend 

the dataset to Wayang Gedog, Wayang Golek, Wayang Kulit, and others. By 
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doing so, we hope to get a more holistic analysis of Wayang classification. We 

also compare the performances of different object detection methods, namely, 

ViT, ResNet, YOLOv5 Classification, and YOLOv8 Classification, to determine 

which method performs better and is more efficient in detecting and classifying 

these various types of Wayang. 

In another study, [27] did a comparative study between Convolutional 

Neural Networks (CNNs) and Residual Networks (ResNet) in classifying the 

severity level of diabetes. The result showed that ResNet performed better than 

CNN, with an accuracy of 81.23% as opposed to CNN's 68.49%. This proves that 

ResNet is much stronger in handling complicated classification tasks, therefore 

substantiating our choice in using ResNet as a base object detection method in 

our research. We believe that harnessing the proven accuracy of ResNet can 

greatly improve our initiative of classifying these different types of Wayang, 

which often show complex features that are vital in thoroughly distinguishing 

them. 

Furthermore, another study of great importance by [28] compared the 

strengths of the Vision Transformer (ViT) to CNN in properties such as the 

DeiT-Tiny ViT model versus ResNet18 for tumor detection and tissue type 

identification. The results is ViT slightly outperformed ResNet18 in tumor 

detection but was outperformed by ResNet18 in network-type identification. 

These results demonstrate that the ViT architecture, with its potential for dealing 

with difficult visual tasks, outperforms more traditional CNN architectures. 

However, its really unique architecture gives it an advantage over CNNs in 

scenarios where complex image representations are needed. 

This finding strongly supports our decision to incorporate ViT in our 

framework for classifying Wayang types, since its advanced self-attention 

mechanisms are capable of relationships between different image components, 

this being a very important aspect in recognizing the different styles of Wayang. 

Overall, the related work shows a fertile landscape of exploration that provides a 

strong foothold for our study. It addresses the drawbacks from previous research 

by using multiple advanced detection methodologies to fill up the gaps in the 

literature and help contribute to better knowledge of Wayang art forms through 

innovative computational means. 

3. Experiment and Analysis 

This research on Wayang image recognition involved training several deep 

learning models, including ResNet34, YOLOv5-cls, YOLOv8-cls, and Vision 

Transformer (ViT), on a dataset of 232 six types of Wayang. The dataset was 

preprocessed by resizing, augmentation, and splitting into training, validation, 

and test sets. Models were evaluated based on the main metrics of accuracy, 



 4 of 12 
 

recall, precision, and F1-score, as well as efficiency and speed, since the 

application is for real-time tasks. ResNet34 was a CNN with residual blocks, 

good at capturing features but computationally intensive. On the other hand, 

YOLOv5-cls and YOLOv8-cls brought fast and efficient classification, suited for 

real-time needs; however, they were not good at dealing with complex image 

details. Similarly, ViT implemented a Transformer architecture for capturing 

detailed relationships among image patches, therefore achieving a high, 

generalized accuracy. 

3.1. Dataset 

The dataset used in this study contains a collection of images of 6 types of 

puppets, namely Wayang Gedog, Wayang Golek, Wayang Krucil, Wayang Kulit, 

Wayang Suluh, and Wayang Beber. The dataset used in this research is a dataset 

obtained directly through an online-based dataset provider source, namely 

Kaggle and moved to https://app.roboflow.com/. Quick access to get the dataset 

can be accessed through the following page 

https://universe.roboflow.com/Wayang-cumb2/Wayang-classification. The image 

set consists of 34 Wayang Gedog images, 40 Wayang Golek images, 41 Wayang 

Krucil images, 45 Wayang Kulit images, 33 Wayang Suluh images, and 39 

Wayang Beber images. There are 232 image datasets with 224x224 pixels stored in 

.jpg format. This research uses a single label method in classification on each 

dataset. 

 
Figure 1 Types of Wayang. 

3.2. Methodology 

 
Figure 2 Flowchart of Research Stages. 

The data processing process starts with changing the image resolution to 

224x224 pixels to ensure the consistency of the model input. Next, data 

augmentation techniques such as scaling, flipping, and rotation are applied to 

reduce overfitting and increase dataset variety. Pixel normalization is also 

performed to accelerate convergence during training. The dataset was then 

divided into subsets for training (70%), validation (20%), and testing (10%) to 

ensure objective evaluation. The training model involves several deep learning 

architectures, including ResNet34, YOLOv5-cls, YOLOv8-cls, and Vision 

https://app.roboflow.com/
https://universe.roboflow.com/Wayang-cumb2/Wayang-classification
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Transformer (ViT), each of which has advantages in image classification. During 

training, various parameters are set, including the number of epochs and learning 

rate, using optimization algorithms such as SGD and ADAM. Model evaluation is 

performed using metrics such as accuracy, recall, precision, and F1-Score, as well 

as cross-validation techniques to ensure the model can adapt well to various 

conditions. After training and evaluation, the model is tested using different data 

from the training data to ensure the accuracy and ability of the model to recognize 

Wayang types that have never been seen before. 

Table 1 Experimental Design. 

Architecture 

Model 

Training 

Data 

Testing 

Data 

Validation 

Data 

Learning 

Rate 
Epoch 

YOLOv5-cls 70% 10% 20% 0.001 50 

YOLOv8-cls 70% 10% 20% 0.001 50 

ResNet34 70% 10% 20% 0.002 50 

Vision 

Transformer 
70% 10% 20% 0.0002 50 

3.3. ResNet34 model applied to Wayang classification 

These are the testing results and confusion metrics rate for the ResNet34 model 

applied to Wayang classification. 

Table 2 ResNet34 model applied to Wayang classification. 

Class Precision Recall F1-Score 

Beber 1.0 1.0 1.0000 

Gedog 1.0 1.0 1.0000 

Golek 1.0 0.75 0.8571 

Krucil 0.5 0.5 0.5000 

Kulit 0.66 0.8 0.7272 

Suluh 1.0 1.0 1.0000 

Overall   0.8260 
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Figure 3 Confusion Metrics of ResNet34. 

The ResNet34 model performed well overall, excelling in classifying 

Wayang Gedog, Wayang Suluh, and Wayang Beber with perfect accuracy. 

Wayang Kulit and Wayang Golek were classified reasonably well with few errors, 

but Wayang Krucil showed less satisfactory performance, with moderate recall 

and precision. The confusion metrics indicates that this model is effective overall, 

although there are some challenges in classifying certain types of Wayang, 

particularly Krucil. 

3.4. YOLOv5-cls model applied to Wayang 

These are the testing results and confusion metrics for the YOLOv5-cls 

model applied to Wayang classification. 

Table 3 YOLOv5-cls model applied to Wayang. 

Class Precision Recall F1-Score 

Beber 0 0 0 

Gedog 0 0 0 

Golek 0.57 1.0 0.7272 

Krucil 0.66 0.66 0.6666 

Kulit 0.4 0.8 0.5333 

Suluh 0.5 0.25 0.3333 

Overall   0.4782 
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Figure 4 Confusion Metrics of YOLOv5-cls. 

The YOLOv5-cls model is not very good at predicting certain types of 

Wayang. It struggles with Gedog and Beber Wayang, while Krucil and Golek are 

recognized relatively well but not perfectly. Suluh Wayang also has 

unsatisfactory results, and Kulit Wayang is frequently misidentified. The 

confusion metrics indicates that the model is not very good at predicting certain 

types of Wayang, particularly Gedog and Beber Wayang. 

3.5. YOLOv8-cls model applied to Wayang classification 

These are the testing results and confusion metrics for the YOLOv8-cls 

model applied to Wayang classification. 

Table 4 YOLOv8-cls model applied to Wayang classification. 

Class Precision Recall F1-Score 

Beber 1.0 1.0 1.0000 

Gedog 0.75 1.0 0.8571 

Golek 1.0 1.0 1.0000 

Krucil 1.0 0.5 0.6666 

Kulit 0.83 1.0 0.9090 

Suluh 1.0 1.0 1.0000 

Overall   0.9130 
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Figure 5 Confusion Metrics of YOLOv8-cls 

The YOLOv8-cls model performed well overall, excelling in classifying 

Golek, Suluh, and Beber Wayang with perfect precision, recall, and F1-Score. 

Gedog Wayang shows good results with minor errors, but Krucil Wayang has less 

satisfactory performance with low parameter values. The confusion metrics 

highlights that although the model works fairly well, there are still some issues in 

classifying Wayang with similar characteristics, such as Kulit and Krucil. 

3.6. ViT model applied to Wayang classification 

These are the testing results and confusion metrics for the ViT model applied 

to Wayang classification. 

Table 5 ViT model applied to Wayang classification 

Class Precision Recall F1-Score 

Beber 1.0 1.0 1.000 

Gedog 0.75 1.0 0.8571 

Golek 1.0 1.0 1.000 

Krucil 0.75 0.75 0.7500 

Kulit 1.0 0.8 0.8888 

Suluh 1.0 1.0 1.000 

Overall   0.9130 
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Figure 6 Confusion Metrics of ViT 

The ViT model performs well across most Wayang types, with excellent 

classification results and perfect parameters for nearly all categories. Krucil and 

Kulit Wayang are also recognized effectively, despite their similarities. The con-

fusion metrics indicates that the model has very satisfactory performance, alt-

hough there are slight errors in the classification of Krucil and Kulit Wayang. 

4. Conclusions 

This research successfully developed a Wayang image classification model 

using several deep learning architectures, namely ResNet34, YOLOv5-cls, 

YOLOv8-cls, and Vision Transformer (ViT). The test results showed that the ViT 

and YOLOv8-cls models had the highest accuracy in classifying Wayang types, 

with ViT achieving an accuracy rate of 91.3%. ViT demonstrated advantages in 

efficiency and flexibility, being able to handle various image sizes and datasets 

well. Additionally, ViT excelled in capturing relationships between image parts 

through the self-attention mechanism. 

However, ViT also has some drawbacks. This model requires more compu-

tational resources compared to traditional CNN models like ResNet34. Further-

more, ViT tends to be more complex in the training and parameter tuning process, 

which can be challenging for researchers with limited resources. Despite these 

challenges, ViT remains a promising choice for complex image recognition tasks, 

including efforts to preserve Wayang culture. 
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