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Abstract: The objective of this research is to obtain the best method for forecast-
ing rainfall in the Wonorejo reservoir in Surabaya. Time series and causal ap-
proaches using statistical methods and machine learning will be compared to 
forecast rainfall. Time series regression (TSR), autoregressive integrated moving 
average (ARIMA), linear regression (LR), and transfer function (TF) are used as 
a statistical method. Feedforward neural network (FFNN) and deep feed-for-
ward neural network (DFFNN) is used as a machine learning method. Statistical 
methods are used to capture linear patterns, whereas the machine learning 
method is used to capture nonlinear patterns. Data about hourly rainfall in the 
Wonorejo reservoir is used as a case study. The data has a seasonal pattern, i.e. 
monthly seasonality. Based on the cross-validation and information criteria, the 
results showed that DFFNN using the time series approach has a more accurate 
forecast than other methods. In general, machine learning methods have better 
accuracy than statistical methods. Furthermore, additional information is ob-
tained, through this research the parameter that best to make a neural network 
model is known. Moreover, these results are also not in line with the results of 
M3 and M4 competition, i.e. more complex methods do not necessarily produce 
better forecasts than simpler methods. 
Keywords: causal; machine learning; model selection; neural network; statisti-
cal; time series 
 

 
1. Introduction 

Rain has an important role in the management and planning system of water resources, espe-
cially in tropical countries like Indonesia [1]. The Rainfall in Indonesia, especially Wonorejo, Sura-
baya city as a tropic area has a big variation. Therefore, accurate rainfall forecasting is very important 
in managing the water resources, such as drinking water demand, the availability of groundwater, 
hydroelectric power plant, irrigation water demand, and flood control [2]. The best accurate rainfall 
forecasting can be obtained by using the best forecasting method that suits the pattern of rainfall 
data in Wonorejo, Surabaya city. 

In forecasting, a time-series approach and causal approach can be used. The forecasting method 
commonly is used for solving practical problems in statistical methods [3]. Time series regression 
(TSR) in general is the same as the linear regression model [4]. Another linear forecasting model is 
Autoregressive Integrated Moving Average or ARIMA method. ARIMA method is one of the most 
popular methods in time series forecasting [5, 6]. TSR and ARIMA is a time series approach. The 
statistical method that using a causal approach is the transfer function (TF) [7]. Furthermore, TSR, 
ARIMA, and TF can be used for forecasting data that follow linear patterns. However, many real 
data not only follow linear patterns. Thus, a nonlinear model is needed to handle this nonlinearity 
pattern. Recently, many nonlinear methods were proposed and applied for time series forecasting. 
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Neural Network (NN) is one of the nonlinear methods that frequently used for solving forecasting 
problems [8]. 

Some research in the prediction of rainfall has been carried out. Azumanga and Saranya [9] used 
Seasonal ARIMA (SARIMA) model in forecasting rainfall in India. Chattopadhyay and Chattopadh-
yay [10] compared ARIMA and Artificial Neural Network (ANN) in forecasting rainfall in India. Yu 
et al. [11] also compared Random Forest (RF) and Support Vector Machine (SVM) in forecasting 
rainfall in Taiwan. The result was showed that SVM is better than Random Forest. 

This study focused on three statistical methods, i.e. TSR, ARIMA, and TF, and two machine 
learning methods, i.e. FFNN and DFFNN to forecast rainfall in Wonorejo, Surabaya city. The fore-
casting will use time series and causal approaches. The rest of the paper is organized as follows: 
Section 2 reviews the methodology, i.e. TSR, ARIMA, TF, and FFNN; Section 3 presents the dataset 
and methodology; Section 4 presents the results, analysis, and discussion; and Section 5 presents the 
conclusion from this study. 
2. Related Works 

There some methods and approaches to create a forecast model. Such as linear and non-linear 
methods. Several linear methods are often used to forecast, such as TSR, ARIMA, and TF. Otherwise, 
the non-linear method that is often used is ANN. TSR is a method using regression-based. Generally, 
the TSR model is almost the same as linear regression that is the predictor variables that influenced 
the response variable [4]. ARIMA is one of the popular methods in time-series forecasting. ARIMA 
workflow is based on the lag of the data, also model identification is needed to extract which lag 
significantly affects the data. The transfer function is a model which is based on the relationship 
between time-series data as response variable (output series) with one or more predictor variables 
(input series) [7]. Many researchers about rainfall forecasting are already done, either use linear or 
non-linear methods. 

Novel hybrid already did by [2] with the linear and non-linear machine learning method to 
forecast a monthly rainfall. The non-linear method used is Extreme Learning Machine (ELM) and 
combined with Single Layer FFNN. The metrics score that used are R-Square, RMSE, MAE, root 
mean relative squared error (RSMRE), and mean absolute relative error (MARE). The lag that is 
included as a predictor is lag 1, lag 2, and lag 12 to the seasonal pattern. The result is the non-linear 
method outperforms the linear method in almost all metrics. 

Ref [12] did rainfall and temperature forecasting using a monthly dataset. The method used is 
seasonal ARIMA, and the metric evaluation used is the root mean squared error (RMSE) and R2. It 
stated that seasonal ARIMA produces a reliable forecast value with an RMSE score is 62.40 and an 
R-square score is 72%. Ref [13] also did a rainfall forecasting using seasonal ARIMA. The model used 
is ARIMA (0,0,0)(0,1,0), which means the model used is integrated into the seasonal component. The 
metrics evaluation that used also RMSE and R-square. 

Ref [14] uses the ANN method to forecast rainfall in the lake basin area. The ANN used is a 
feed-forward neural network (FFNN). Ref [14] compared it with ARIMA models. The metrics 
evaluation used is RMSE and mean absolute error (MAE). The testing data that used is 72 months 
ahead. The result is the ANN and ARIMA models are not significantly different. Yet in RMSE and 
MAE testing data, FFNN is better than the ARIMA model. 

This study focused on two approaches in forecasting, i.e. time series approach and the causal 
approach. Statistical methods and machine learning methods were used on each approach. The time-



 3 of 10 
 

series approach used univariate time series, the methods used were TSR, ARIMA, FFNN, and 
DFFNN, while the causal approach involved several variables (response variable and predictor 
variable). The methods used in the causal approach were LR, TF, and  FFNN. Furthermore, this 
study will compare the predictor variables used in the model, and also the parameter that created 
the neural networks model. 
3. Experiment and Analysis 

The experiments carried out were to make comparisons between linear, nonlinear, and hybrid 
methods. Experimental matters include pre-processing data, determining input variables, and 
determining parameters in building a neural network model. Each treatment was carried out using 
the same data and the same amount of training-testing as well. Furthermore, the metrics score used 
contains information criterion score and cross-validation. Additional information that will be 
obtained is the best parameter to build a neural network model for rainfall data. 
3.1. Dataset 

Monthly data of rainfall in Wonorejo, Surabaya city is used in this study. In addition, there is 
also humidity data as the predictor data. Data used is time-series data of monthly rainfall from Jan-
uary 1998 until December 2018. The time series plot and a scatterplot of the data are shown in Figure 
1. 

 
Figure 1. Time series plot rainfall (a), time series plot humidity (b), and scatter plot rainfall and humid-

ity(c) 
The rainfall and humidity data is monthly data, which is calculated by the summation of the 

rainfall every day within the same month. The rainfall pattern seems to be stationary in variance 
and mean, The humidity data used to create a transfer function model because the TF model needs 
another response to create the model. The scatter plot might be shown a correlation between rainfall 
and humidity. 

The analysis is started with data visualization. Figure 2 shows the line plot of rainfall data in 
the Wonorejo reservoir in Surabaya City. It can be seen that rainfall has an annual seasonal pattern. 
From 1998 to 2018 rainfall tends to be high from November to March. While in May to September 
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rainfall tends to be lower than others. In general, this condition occurs almost every year from 1998 
to 2018, so rainfall data have an annual seasonal pattern. Although in 2010 and 2016 the rainfall in 
September was supposed to be low to high, this was caused by natural phenomena. 

 
Figure 2. Line plot of rainfall data 

3.2. Methodology 
As mentioned before, the data used in this study is from January 1998 until December 2018. The 

data was divided into in-sample data and out-of-sample data. Data from January 1998 until Decem-
ber 2017 as in-sample data, while the data from January 2018 until December 2018 as out-of-sample 
data. To select the best model, the researcher used two scenarios that are information criteria and 
cross-validation. Furthermore, the results were compared. The best model was chosen by the infor-
mation criteria has been done by calculating the Akaike information criteria (AIC) and Bayesian 
information criteria (BIC) of in-sample data [15]. The formula of AC and BIC are as follows: 

𝐴𝐼𝐶 = 𝑛 ln (!
"
) + 2𝑝, (1) 

𝐵𝐼𝐶 = 𝑛 ln (!
"
) + 𝑝 + 𝑝 ln(𝑛), (2) 

where n is the number of observations of in-sample data, S is sum square error (SSE) and p is the 
number of parameters in the model. The best model was also chosen by cross-validation has been 
done by calculating the root mean square error prediction (RMSEP) and mean absolute percentage 
error prediction (MAPEP) [7] of out-of-sample data. The formula of RMSEP and MAPEP is defined 
as: 

𝑅𝑀𝑆𝐸𝑃 = 6#
$
∑ (𝑌"%& − 𝑌:"(𝑙))

'
$
&(# , (3) 

𝑀𝐴𝑃𝐸𝑃 = (#
$
∑ |*!"#+*,!(&)|

|*!"#|
$
&(# ) 100%, (4) 

where, 𝑌"%& is the actual value of out-of-sample data, 𝑌:"(𝑙) is the prediction value of out-of-sample 
data and L is the size of out-of-sample data. Figure 3 shows the methodology of choosing the best 
model in the general study. 
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Figure 3. The best model selection scheme 

3.3 Forecasting Rainfall with Time Series Model 
 The time series model used in predicting rainfall in the Wonorejo reservoir in Surabaya uses 

statistical methods (TSR and ARIMA) and machine learning (FFNN and DFFNN). From the 
identification of data, patterns have been known that the data has a seasonal pattern. So the TSR 
model used in this study uses one type of predictor in the form of a seasonal dummy month in one 
year. So there are 12 predictors in the TSR model. The use of this dummy variable aims to capture 
seasonal patterns from rainfall data. The following is the TSR model: 

𝑌/ = 342𝐵# + 356.6𝐵' + 385.5𝐵0 + 267.3𝐵1 + 163.9𝐵2 + 93.8𝐵3 + 77.4𝐵4 +
37,7𝐵5 + 66.6𝐵6 + 150.2𝐵#7 + 292.8𝐵## + 324.5𝐵#' + 𝜀/ (5) 

Furthermore, the ARIMA model was obtained based on the Box Jenkins procedure. The Box 
Jenkins procedure begins with the identification of the stationarity of the data. From the 
identification step, it is found that the rainfall data is not stationary. Then differencing in seasonal 
lag 12 is applied on the data so the data becomes stationary. From the ARIMA order identification 
results, it is found that the best ARIMA model is ARIMA (0,0,[1,4])(0,1,1)12. This ARIMA model has 
residuals that meet the assumptions of white noise and are normally distributed. The best ARIMA 
rainfall model can be written as follows: 

𝑌! = 𝑌!"#$ + 𝑎! + 0.17𝑎!"# + 0.16𝑎!"% − 0.75𝑎!"#$ − 0.13𝑎!"#& − 0.12𝑎!"#' (6) 
The formation of the NN model is based on the ARIMA model, especially in determining the 

NN input. There are 2 types of input in the NN model, which are based on the AR lag of the ARIMA 
model and based on the PACF lag. Based on equation (6) the input in rainfall forecasting based on 
the ARIMA model with NN is lag 12. From Figure 4 the input based on PACF is lag 1, 3, 5, 12, 13, 
15, 17, 21, 24, 25, 26, 33, 36, 38 and 48. Before modeling the data, pre-processing was done using 3 
scenarios i.e. normalized, adjusted normalized, and standardized. The NN model in this study uses 
tanh and logistical activation functions tried 1 and 2 hidden layers and tried 1 to 5 neurons. For 1 
hidden layer, it is called a feed-forward neural network (FFNN) and for 2 hidden layers, it is called 
a deep feed-forward neural network (DFFNN). In addition, 5 optimization algorithms were also 
tried, namely backprop, rprop +, rprop-, sag and slr. 10 replications were made in forming the FFNN 
and DFFNN models. After that, it will be compared to get the best FFNN and DFFNN architecture 
in predicting rainfall. Table 1 is the best model of FFNN and DFFNN based on cross-validation and 
information criteria. 
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Figure 4. PACF plot rainfall data with 12 difference 

From Table 1 it can be seen that based on cross-validation (RMSEP and MAPEP) and 
information criteria (AIC and BIC) obtained the best architecture to forecast rainfall in the Wonorejo 
reservoir in Surabaya using FFNN and DFFNN is different. In general, the PACF input lag is better 
than using the ARIMA input lag. The best FFNN model based on cross-validation is called FFNN1 
and based on information criteria is called FFNN2. Similarly, in DFFNN there are DFFNN1 and 
DFFNN2. 

Tabel 1. The best FFNN and DFFNN model 

Properties 
FFNN DFFNN 

Cross 
Validation 

Information 
Criteria 

Cross 
Validation 

Information 
Criteria 

Number of Neuron 3 5 (5,2) (5,5) 
Input PACF PACF PACF PACF 

Preprocessing Normalized Standardized Normalized Normalized 
Algorithm backprop Backprop backprop backprop 
Activation 
Function 

Tanh Logistic Tanh Tanh 

3.4 Forecasting Rainfall with Causal Model 
The difference between the time series model and the causal model is that the causal model 

involves other variables (predictors). Causal models that used in forecasting rainfall in the Wonorejo 
reservoir in Surabaya are statistical methods i.e. linear regression (LR) and transfer function (TF), 
and machine learning method (FFNN). The predictor used in this study is humidity. The problem 
that arises when forecasting a causal approach is to have to predict the predictor variables first. This 
applies to LR and FFNN models, whereas in TF it is not necessary to predict the predictors first. 
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Humidity is predicted using a model ARIMA (0,0,4)(0,1,1)12. This model has a residual that meets 
the white noise assumption and is normally distributed. The linear regression model (LR) used in 
this study uses a predictor in the form of humidity, where humidity was previously predicted by 
the ARIMA model (0,0,4)(0,1,1)12. The following is the LR model: 

𝑌/ = −682.4𝐵# + 11.386𝑋/ + 𝜀/ (7) 
The transfer function (FT) model is obtained through several stages. The first is the pre-

whitening of the input series by making the input series have a residual with white noise series. 
Then filtering is done in the output sequence. So we can get the cross-correlation function (CCF). 
This CCF is used to guess orders from models b, s, and r. The best model is obtained to predict 
rainfall with the transfer function, i.e. b = 0, s = 0, r = 0, p = 0, q = [1,4], P = 0, Q = 1 and S = 12. This 
means that humidity affects rainfall at the same time. This transfer function model has a residual 
that meets the white noise assumption and is normally distributed. The following is the model 
obtained: 

𝑌! = 𝑌!"#$ + 6.43𝑋! − 6.43𝑋!"#$ + 𝑎! + 0.22𝑎!"# + 0.16𝑎!"% −
0.79𝑎!"#$ − 0.17𝑎!"#& − 0.13𝑎!"#' (8) 

The formation of the FFNN model with a causal approach is based on the transfer function 
model, especially in determining FFNN inputs. Y and X lag of the transfer function model is used 
as input in FFNN. Based on equation (8) the input in forecasting rainfall with FFNN is lag 12 of 
rainfall, humidity and lag 12 of humidity. The FFNN model in this study uses the tanh activation 
function, 1 hidden layer and tried 1 to 5 neurons. In addition, 5 optimization algorithms were also 
tried, namely backprop, rprop +, rprop-, sag, and slr. After that, it will be compared to get the best 
FFNN architecture in predicting rainfall. 

Based on cross-validation and information criteria, the same best model is obtained, with the 
number of neurons 1 and backprop algorithm. Figure 5 shows the optimum FFNN architecture with 
a causal approach. The best model of FFNN with a causal approach is called FFNN3. 

 
Figure 5. Optimum FFNN architecture with the causal approach 

3.5 The Best Method for Forecasting Rainfall 
After obtaining several best models with time series and causal approach. The results will be 

compared with cross-validation strategies (RMSEP and MAPEP) and information criteria (AIC and 
BIC). 
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Tabel 2. Comparison of the best method 

Method RMSEP MAPEP AIC BIC 
Time Series Approach         
TSR 74.012 91.551 2042.013 2095.781 
ARIMA 77.619 112.551 1977.095 1990.383 
FFNN 1 46.160 30.958 1608.301 1757.314 
FFNN 2 166.403 199.422 1380.925 1529.937 
DFFNN1 33.332 46.239 1498.659 1647.672 
DFFNN2 93.419 97.047 1413.782 1562.794 
Causal Approach         
RL 91.68749 128.915 2106.2 2115.161 
FT 76.35959 109.2215 1913.958 1931.676 
FFNN3 63.53907 65.98651 1891.749 1918.325 

From Table 2 it can be seen that the best method for predicting rainfall is different based on 
cross-validation and information criteria. Based on the cross-validation criteria the best method is 
FFNN1 and DFFNN1. Based on the information criteria the best method is FFNN2. FFNN2 has a 
small AIC and BIC but the RMSEP and MAPEP values are quite large. So if based on a combination 
of cross-validation and information criteria, the best method obtained is DFFNN1. This shows that 
the data has a nonlinear pattern. In general, the time-series approach with the machine learning 
method produces better accuracy than the causal approach using statistical methods or machine 
learning. It happens because the data tends to be more affected by rainfall lag than humidity. 
Although visually in Figure 1 shows that there is a nonlinear relationship between rainfall and 
humidity. 

The best method used to predict rainfall is the machine learning method i.e. DFFNN1. In general, 
in this study machine learning methods have better accuracy than statistical methods. These results 
are in line with research that conducted by Chattopadhyay and Chattopadhyay [10] and Xiang et al. 
[16]. But this result is not in line with the result of M3 and M4 forecasting competition, i.e. more 
complex methods on average tend to produce more accurate forecast than simpler methods [17,18]. 
Moreover, M3 and M4 forecasting competition are big events for forecasting researchers in the world 
to do a competition to find the best forecasting method in many practical problems. Finally, the 
forecast values at the out-of-sample dataset by using the best method and the actual data are shown 
in Figure 6. 
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Figure 6. Comparison between forecast and actual data 

4. Conclusion 
In this research, time series and causal approaches using statistical methods and machine 

learning will be compared to predict rainfall in the Wonorejo reservoir in Surabaya. The results show 
that DFFNN using the time series approach is the best method in this research. In general, the 
machine learning method used has better accuracy than the statistical method. This result is not in 
line with the results of M3 and M4 forecasting competition, i.e. more complex methods on average 
tend to produce more accurate estimates than simpler methods [17,18]. These results indicate that 
the data has a nonlinear pattern and is greatly influenced by rainfall lag compared to humidity. 
Because it has a nonlinear pattern, then in future studies other nonlinear methods such as long short-
term memory (LSTM) and support vector regression (SVR) can be used. Hybrid methods also can 
be used by combining linear and nonlinear models to get better forecast results. 
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